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Questions

= How can we learn robust multi-agent policies in large-scale, real-world
environments using inverse reinforcement learning?

= How can we derive reward signals that support re-training and transfer to
unseen environments?

= Can inverse reinforcement learning be used to align human expert
behavior with PPO agents?

Introduction

GPUDrive [4] is a GPU-accelerated, data-driven, multi-agent driving simulator
built on the Waymo Open Motion Dataset [1]. Compared to standard MuJoCo
IRL benchmarks [3, 9], multi-agent driving presents a more challenging and real-
istic setting due to: (i) multi-agent interactions—even small policy deviations can
cause large scene changes, complicating credit assignment and stability [10]; and
(ii) scene diversity, which makes generalization both necessary and difficult.
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(a) Single controlled agent. (b) Three controlled agents.

Experiment Setup and Evaluation

We conduct preliminary experiments across /5 worlds with varying numbers of
controlled agents where agents imitate trajectories generated by a ppo expert
agent. In the single-agent setting, all but one controlled agent operate in log-
replay mode. Agent performance is evaluated using: (i) goal rate and crash rate,
and (i) a reward metric that assigns +1 for reaching the goal and —1 for colli-
sions/crashes (hidden from the agent during training).

We perform a sweep over several design choices, and report results for both the
single-agent and 64-agent cases in the middle column. Two choices were par-
ticularly impactful: (i) replacing GAIL-style rewards with AIRL-style rewards, and
(i) tuning the discriminator capacity via learning-rate adjustments and regulariza-
tion. Regularization on the inner-loop RL networks is found to stabilize training.

https://github.com/Arnie-He/gpudrive/tree/base gail

Imitation Gap in Single-Agent Worlds
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Figure 2. One interesting observation is that the imitated policy almost always goes to the goal with or without crashing. Also, note that
here the expert PPO policy is not meant for log-replay mode and thus results in a 10% crashing rate.

Imitation Gap in Multi-Agent Worlds
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Algorithm Background

Imitation learning (IL) aims to reproduce expert behavior 7 from demonstra-
tions. The simplest approach, behavioral cloning (BC) | 7], treats IL as supervised
learning: maximizing the likelihood of expert actions given states. However since
training is restricted to expert data, BC suffers from compounding errors [8].

Inverse reinforcement learning (IRL) instead infers a cost function that explains
expert behavior |5, 11]. A useful view is the two-player zero-sum game between
a policy and a reward model:“

min max E;|r(s,a)] — E. |r(s,a)] — AH (7). (1)

reR well
which matches trajectory-level statistics with policy causal entropy regularization.

Generative adversarial imitation learning (GAIL) [3] is one practical solver for
equation (1). We optimize the reward model (discriminator) by gradient descent
on the cross-entropy classification loss distinguishing expert and generated sam-

ples, and we optimize the policy through any RL policy updates. Concretely, GAIL
seeks a saddle point (mw, D) of

E,[log D(s,a)| + E;, [log(l — D(s, a))} — \H (7), (2)

by alternating updates to increase equation (2) with respect to D and decrease
it with respect to .

Adversarial Inverse Reinforcement Learning (AIRL) [2] introduces a structured
reward formulation r(s,a) = log D(s,a) — log (1 — D(s,a)) to make the reward

— log (1 —
D(S,a)). Empirically, AIRL reward perform better when imitating RL-generated
policies, while GAIL reward suit human expert demonstrations [6].

function recoverable instead of the original GAIL reward r(s,a) =
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Figure 3. Based on visualization, worlds where the agents are supposed to drive in the opposite direction in nearby lanes are particularly
hard for multi-agent IRL. These scenes account for the imitation gap presented in the plot.
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9IRL is ill-posed without additional structure (e.g. a constant reward renders expert optimal).
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